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Abstract—In this article, we investigate the synchronization of complex
networks with general time-varying delay, especially with nondifferen-
tiable delay. In the literature, the time-varying delay is usually assumed
to be differentiable. This assumption is strict and not easy to verify in
engineering. Until now, the synchronization of networks with nondifferen-
tiable delay through adaptive control remains a challenging problem. By
analyzing the boundedness of the adaptive control gain and extending
the well-known Halanay inequality, we solve this problem and estab-
lish several synchronization criteria for networks under the centralized
adaptive control and networks under the decentralized adaptive control.
Particularly, the boundedness of the centralized adaptive control gain is
theoretically proved. Numerical simulations are provided to verify the
theoretical results.

Index Terms—Adaptive control, complex network, nondifferentiable
time-varying delay, synchronization.

I. INTRODUCTION

Complex networks, generally consisting of numerous
interconnected systems, have drawn remarkable attention in
the past two decades [1]–[10]. In network science, one of the most
important problems is the synchronization among the interconnected
systems of a network.

A great deal of networks cannot realize synchronization by them-
selves, so external control is generally inevitable. In the literature,
two kinds of control are widely used for realizing synchronization,
which are the linear feedback control [11]–[13] and the adaptive
feedback control [14]–[16]. Despite easy implementation, the linear
control has two major disadvantages. First, its control gain should
be designed according to the network parameters. Therefore, the lin-
ear control is incapable when the network parameters are unknown.
Second, the linear control is not reusable, that is, the control gain has
to be redesigned when the network parameters change. Therefore, the
adaptive control is usually a preferred choice as its control gain can
be adapted by itself according to certain updating laws, especially
for networks with unknown topology [16]–[18]. A basic problem for
the adaptive control is to determine the boundedness of the control
gain because controllers cannot provide infinitely large control gain
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in real situations. However, the basic problem was neglected in most
existing studies, which is to be considered in this article.

During the communications among the interconnected systems of
a network, the coupling delay is hardly negligible due to the finite
transmission speed of the signals. The synchronization problem of
networks with differentiable time-varying delay has been extensively
studied [19]–[28]. In [19]–[26], it is assumed that the time-varying
delay τ(t) is differentiable and satisfies

τ̇ (t) ≤ μ1 < 1

which is one of the most widelyused assumptions. In [27] and [28],
this assumption is relaxed to τ̇ (t) ≤ μ2. In reality, the delay may
change in a random way that is unpredictable, so it is hardly possible
to know the analytical expression of the delay, making it diffi-
cult to verify whether the delay is differentiable. When the control
is linear, the synchronization problem of networks with nondiffer-
entiable delay is generally solved in virtue of delay differential
inequalities [29], [30]. However, dealing with the adaptive synchro-
nization of networks with nondifferentiable delay is still a challenging
problem. In 2008, the adaptive robust convergence of neural networks
with nondifferentiable delays was addressed in [31], whereas the
control therein is actually not adaptive. In 2013, the adaptive synchro-
nization of networks with nondifferentiable delay was investigated
in [32]. We find that the control therein is complicated and the
LaSalle invariance principle used therein is, in fact, inapplicable as
the network error system is nonautonomous. To this end, the main
aim of this article is to solve this challenging problem.

Motivated by the above discussions, this article investigates the
adaptive synchronization of complex networks with general time-
varying delay, especially with nondifferentiable delay. The main
contributions are as follows.

1) The synchronization criteria for networks under centralized
adaptive control are established by analyzing the bounded-
ness of the adaptive control gain. Compared with conventional
techniques, the gain analysis technique here provides new per-
spectives on addressing the adaptive control and can well deal
with the nondifferentiable delay.

2) The boundedness of the centralized adaptive control gain is
theoretically proved so as to ensure the practicality of adaptive
controllers.

3) The synchronization criteria for networks under decentralized
adaptive control are established by analyzing the control gain
and extending the well-known Halanay inequality.

The remainder of this article is organized as follows. Section II
presents some preliminaries. Section III establishes the main results
on the adaptive synchronization of networks with nondifferentiable
delay. Section IV verifies the theoretical results via numerical simu-
lations. Section V draws the conclusion.

II. PRELIMINARIES

A. Notations and Network Model

First, some notations are introduced. R
n and R

n×m denote
the n-dimensional Euclidean space and the set of all the
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(n × m)-dimensional real matrices, respectively, the superscript T
represents the transpose of a vector or a matrix, ‖ · ‖ denotes
the 2-norm of a vector or a matrix; λmax(·) denotes the max-
imum eigenvalue of a symmetric matrix, and In is the identity
matrix of dimension n. The Dini derivative is defined as D+V(t) :=
lim suph→0+ [(V(t+h)−V(t))/h]. For a continuous function ϕ on R,
define ‖ϕ‖t,h = maxs∈[t−h,t] ‖ϕ(s)‖, where h is a positive constant.

Consider a controlled complex network consisting of N identical
systems with time-varying coupling delay

ẋi(t) = f (xi(t), t) + c
N∑

j=1

aij�xj(t − τ(t)) + ui(t) (1)

where 1 ≤ i ≤ N, xi ∈ R
n represents the state vector of the ith

node, f : R
n × R → R

n is a continuous function, c > 0 is the
coupling strength, A = (aij)N×N denotes the weighted outer coupling
matrix, � denotes the inner coupling matrix, τ(t) is the continous
time-varying coupling delay, and ui(t) is the control input to the
ith node. If there is an edge from node i to node j(j �= i), then
aij > 0; otherwise, aij = 0; the diagonal elements of A are defined
by aii = −∑N

j=1,j �=i aij, where 1 ≤ i ≤ N.
The objective of this article is to synchronize the states of all the

nodes to a desired state s(t), which is a solution of the following
isolated node system:

ṡ(t) = f (s(t), t). (2)

Defining the synchronization error as ei(t) = xi(t)− s(t), one has the
following error system:

ėi(t) = f (xi(t), t) − f (s(t), t) + c
N∑

j=1

aij�ej(t − τ(t)) + ui(t) (3)

where 1 ≤ i ≤ N. Obviously, network (1) realizes synchronization if
e(t) = [eT

1 (t), . . . , eT
N(t)]T converges to 0.

B. Mathematical Preliminaries

Here, we present several assumptions and lemmas.
Assumption 1 (A1): Suppose that the time-varying delay τ(t)

satisfies

0 ≤ τ(t) ≤ τmax (4)

where τmax is a positive constant.
Remark 1: Compared with much of the literature, the assumption

(A1) here is very general, since τ(t) can be constant, differentiable,
or even nondifferentiable. In addition, the set of nondifferentiable
points of τ(t) may be uncountable.

Assumption 2 (A2): Suppose that there exists a non-negative
constant γ satisfying

‖f (x, t) − f (y, t)‖ ≤ γ ‖x − y‖ (5)

for any x, y ∈ R
n and t ≥ 0.

Lemma 1 (Halanay Inequality [33]): Let α > β be positive con-
stants. If V(t) is a non-negative continuous function on [t0 − τ̂ , t0]
and satisfies

D+V(t) ≤ −αV(t) + β‖V‖t,τ̂ , t ≥ t0

then

V(t) ≤ M0 exp(−σ(t − t0)), t ≥ t0

where τ̂ > 0, M0 = ‖V‖t0,τ̂ , and σ is the unique positive solution
of the equation σ = α − β exp(σ τ̂ ).

Lemma 2 (Barbǎlat Lemma [34, Lemma 8.2]): Let h : R → R be a
uniformly continuous function on [0, +∞). Then, limt→+∞ h(t) = 0
if
∫+∞

0 h(ω)dω converges.
Lemma 3: Let α > β ≥ 0 be constants, and let g : R → R+ be a

non-negative continuous function. If V is a non-negative continuous
function on [t0 − τ̂ , t0] and satisfies

V̇(t) ≤ −αV(t) + β‖V‖t,τ̂ + g(t), t ≥ t0

then

V(t) ≤ M0 exp(−σ(t − t0)) + ĝ(t), t ≥ t0 (6)

where τ̂ > 0, M0 = ‖V‖t0,τ̂ , ĝ(t) = ∫ t
t0

g(θ) exp(−σ(t − θ))dθ , and
σ is the unique positive solution of the equation σ = α −β exp(σ τ̂ ).

Proof: Consider the following comparison system:
{

Ẇ(t) = −αW(t) + β‖W‖t,τ̂ + g1(t), t ≥ t0
W(t) = V(t), t ≤ t0

(7)

where g1(t) = g(t) + ε and ε is a positive constant. Let M be any
constant larger than M0. We shall prove that

W(t) < M exp(−σ(t − t0)) + ĝ1(t) := h(t), t ≥ t0 (8)

where ĝ1(t) = ∫ t
t0

g1(θ) exp(−σ(t−θ))dθ . Define ĝ1(t) = 0 if t < t0.
When t ∈ [t0 − τ̂ , t0], one has W(t) ≤ M0 < M ≤ h(t). If (8) is not
true, then

t1 = inf{t > t0|W(t) ≥ h(t)}
is well defined. It follows that W(t1) = h(t1), t1 > t0, and W(t) <

h(t) for t ∈ [t0 − τ̂ , t1). From (7), one has

d

dt

[
W(t) exp(αt)

] = exp(αt)
[
β‖W‖t,τ̂ + g1(t)

]
. (9)

Integrating (9) from t0 to t1 gives

W(t1) exp(αt1) − W(t0) exp(αt0)

=
∫ t1

t0
exp(αt)

[
β‖W‖t,τ̂ + g1(t)

]
dt. (10)

There exists t̂ ∈ [t − τ̂ , t] such that ‖ĝ1‖t,τ̂ = ĝ1(t̂), yielding

‖ĝ1‖t,τ̂ =
∫ t̂

t0
g1(θ) exp

(−σ
(
t̂ − θ

))
dθ

≤
∫ t

t0
g1(θ) exp

(−σ
(
t − τ̂ − θ

))
dθ

= exp
(
σ τ̂
)
ĝ1(t). (11)

Then, one has ‖W‖t,τ̂ < ‖h‖t,τ̂ ≤ M exp(σ τ̂ ) exp(−σ(t − t0)) +
exp(σ τ̂ )ĝ1(t) for t ∈ [t0, t1).

Recalling (10), one has

W(t1) exp(αt1) < 
1 + 
2 + 
3 (12)

where 
1 = ∫ t1
t0

exp(αt)βM exp(σ τ̂ ) exp(−σ(t − t0))dt +
W(t0) exp(αt0), 
2 = ∫ t1

t0
exp(αt)β exp(σ τ̂ )ĝ1(t)dt, and 
3 =∫ t1

t0
exp(αt)g1(t)dt.

Considering W(t0) ≤ M and σ = α − β exp(σ τ̂ ), one has


1 ≤ M(α − σ)

∫ t1

t0
exp(αt) exp(−σ(t − t0))dt

+ M exp(αt0)

= M exp(αt1) exp(−σ(t1 − t0)). (13)
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Since g is continuous, one has


2 = β exp
(
σ τ̂
) ∫ t1

t0
exp(αt)dt

∫ t

t0
g1(θ) exp(−σ(t − θ))dθ

= (α − σ)

∫ t1

t0
g1(θ) exp(σθ)dθ

∫ t1

θ
exp((α − σ)t)dt

=
∫ t1

t0
g1(θ)

[
exp(σθ) exp((α − σ)t1) − exp(αθ)

]
dθ

= exp(αt1)ĝ1(t1) − 
3. (14)

Combining (12)–(14), it can be deduced that W(t1) < h(t1), a
contradiction with W(t1) = h(t1). Therefore, W(t) < h(t) for t ≥ t0.

Since ĝ1(t) = ĝ(t) + (ε/σ )[1 − exp(−σ(t − t0))] < ĝ(t) + (ε/σ ),
one obtains

V(t) < W(t) < h(t) < M exp(−σ(t − t0)) + ĝ(t) + ε

σ

where t ≥ t0. Letting ε → 0+ and M → M+
0 leads to (6).

Lemma 3 is an extension of Lemma 1, which is to deal with the
case when disturbance g(t) exists. Particularly, this lemma becomes
the Halanay inequality if g(t) ≡ 0.

III. MAIN RESULTS

In this section, two kinds of adaptive control, including the cen-
tralized adaptive control and the decentralized adaptive control, are
used to realize the adaptive synchronization of network (1).

A. Centralized Adaptive Control

Consider the following centralized adaptive control

ui(t) = −d(t)ei(t), 1 ≤ i ≤ N (15)

with updating laws

ḋ(t) = k‖e(t)‖2 (16)

where k is a positive constant and d(0) ≥ 0.
In (15), the adaptive control gain d(t) of each control ui is identical,

and the updating laws (16) needs to know the global information e(t)
of network (1).

The following theorem establishes adaptive synchronization criteria
for network (1) under centralized adaptive control (15). In the mean-
time, the boundedness of the adaptive control gain d(t) is guaranteed
theoretically.

Theorem 1: Let assumptions (A1) and (A2) hold. Then, network (1)
realizes synchronization under centralized adaptive control (15) with
updating laws (16). In addition, the control gain of adaptive con-
trol (15) is necessarily bounded.

Proof: Consider the following Lyapunov function:

V(t) = eT(t)e(t) =
N∑

i=1

eT
i (t)ei(t). (17)

Differentiating V along the solution of (3) yields

V̇(t) = 2
N∑

i=1

eT
i (t)

[
f (xi(t), t) − f (s(t), t)

]

+ 2c
N∑

i=1

N∑

j=1

aije
T
i (t)�ej(t − τ(t))

− 2d(t)
N∑

i=1

eT
i (t)ei(t).

It then follows from (A2) that:

V̇(t) ≤ 2(γ − d(t))‖e(t)‖2 + 2ceT(t)(A ⊗ �)e(t − τ(t))

≤ 2(γ − d(t))‖e(t)‖2 + 2c‖A ⊗ �‖‖e(t)‖‖e(t − τ(t))‖
≤ −(2d(t) − 2γ − c‖A‖‖�‖)‖e(t)‖2

+ c‖A‖‖�‖‖e(t − τ(t))‖2. (18)

The following proof is divided into three steps.
Step 1 [Boundedness of d(t)]: From (16), it is derived that d(t) is

nondecreasing. If

d(t) < d0 := max{γ + c‖A‖‖�‖, d(0)} + 1 ∀t ≥ 0

then d(t) is bounded. Otherwise, there exists t0 > 0 such that d(t0) =
d0. Then

d(t) ≥ γ + c‖A‖‖�‖ + 1, t ≥ t0.

Combining with (18), one obtains

V̇(t) ≤ −αV(t) + β‖V‖t,τmax , t ≥ t0

where α = c‖A‖‖�‖ + 2 and β = c‖A‖‖�‖. Applying Lemma 1
gives

V(t) ≤ M exp(−σ(t − t0)), t ≥ t0

where M = ‖V‖t0,τmax and σ is the unique positive solution of the
equation β exp(στmax) + σ = α. From (16), it follows that:

d(t) = d(t0) + k
∫ t

t0
V(s)ds ≤ d0 + kM

σ
.

Hence, d(t) is bounded.
Step 2 [Boundedness of e(t)]: Since d(t) is nondecreasing and

bounded, d(+∞) exists. Then
∫ +∞

0
V(t)dt = d(+∞) − d(0)

k
(19)

where d(+∞) = limt→+∞ d(t). If e(t) is unbounded, then V(t) is
unbounded. There exists a positive constant ε and a sequence {ωm}
in strictly increasing order satisfying that limm→+∞ ωm = +∞ and
V(ωm) ≥ ε. Let

Mm = max
[ωm, ωm+2τmax]

V(t) ≥ ε.

Due to the unboundedness of V(t)

ω̂m = inf{t ≥ ωm + 2τmax| V(t) ≥ Mm}
is well defined. The continuity of V(t) gives V(ω̂m) = Mm and V(t) ≤
Mm for t ∈ [ωm, ω̂m]. When t ∈ [ωm+τmax, ω̂m], it follows from (18)
that:

V̇(t) ≤ (2γ + c‖A‖‖�‖)V(t) + c‖A‖‖�‖V(t − τ(t))

≤ 2(γ + c‖A‖‖�‖)Mm.

In the case of τ0 := (1/[2(γ + c‖A‖‖�‖)]) ≥ τmax, one has

V(t) ≥ V
(
ω̂m
)− 2(γ + c‖A‖‖�‖)Mm

(
ω̂m − t

)

= Mm
[
1 − 2(γ + c‖A‖‖�‖)(ω̂m − t

)]
(20)

where t ∈ [ω̂m − τmax, ω̂m] ⊂ [ωm + τmax, ω̂m]. Then
∫ ω̂m

ω̂m−τmax

V(t)dt ≥ Mmτmax
[
1 − (γ + c‖A‖‖�‖)τmax

]

≥ ε(γ + c‖A‖‖�‖)τ2
max
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which contradicts (19). In the case of τ0 < τmax, (20) holds for
t ∈ [ω̂m − τ0, ω̂m]. Then

∫ ω̂m

ω̂m−τ0

V(t)dt ≥ Mm

4(γ + c‖A‖‖�‖) ≥ ε

4(γ + c‖A‖‖�‖)
which contradicts (19). Therefore, e(t) is bounded.

Step 3 [Convergence of e(t) to Zero]: Considering

‖f (xi(t), t) − f (s(t), t)‖ ≤ γ ‖ei(t)‖
one obtains the boundedness of f (xi(t), t) − f (s(t), t). Since d(t) is
bounded, it follows from (3) that ė(t) is bounded. Then, V̇(t) =
2eT(t)ė(t) is bounded, implying that V(t) is uniformly continuous on
[0, +∞). By using Lemma 2, it follows from (19) that

lim
t→+∞ V(t) = 0

leading to limt→+∞ e(t) = 0, that is, network (1) realizes
synchronization.

Remark 2: Theorem 1 establishes synchronization criteria for
network (1) under centralized adaptive control. It is noteworthy that
the criteria here are independent of the network topology, and thereby
are convenient to use. This benefits from using the adaptive control.

Remark 3: When the delay τ(t) is nondifferentiable, especially
when τ(t) has an uncountable set of nondifferentiable points, conven-
tional methods does not work for solving the adaptive synchronization
problem of networks. In the literature, the following Lyapunov
function:

V(t) = eT(t)e(t) + 1

2(1 − μ)

∫ t

t−τ(t)
eT(θ)e(θ)dθ

+
(
d(t) − d∗)2

k
:= V1(t) + V2(t) + V3(t)

is usually used for analyzing the adaptive synchronization of networks
with time-varying delay, where τ̇ (t) ≤ μ < 1 and d∗ is a large enough
constant. When τ(t) is not differentiable, V̇2(t) does not exist, and
D+V2(t) may be infinite, making it difficult to analyze V2(t). If the
Lyapunov function is chosen as

V(t) = V1(t) + V3(t)

the Hanalay inequality (delay differential inequality that deals with
delay, especially nondifferentiable delay) becomes difficult to use due
to V3(t). If the control is linear rather than adaptive, the problem
would be simple, since the Hanalay inequality can be used by
choosing V(t) = V1(t).

Remark 4: Instead of using the term V3 (defined in Remark 3)
to deal with the adaptive control, we analyze the boundedness of
the adaptive control gain d(t), which provides new perspectives on
addressing the adaptive control. Based on the gain analysis, we further
derive the synchronization criteria of network (1). The gain analysis
here also helps avoid using the information on the differentiability of
the delay.

Remark 5: In much of the literature, the boundedness of the control
gain d(t) is neglected. However, this is an essential problem for the
adaptive control as controllers cannot provide infinitely large control
gain in engineering.

Remark 6: When the initial synchronization error e(0) is large, the
control gain d(t) may be large, causing an overkill control effect. This
kind of effect can be greatly alleviated by choosing a small value of
the parameter k, which will be verified by simulations.

B. Decentralized Adaptive Control

Consider the following decentralized adaptive control:

ui(t) = −di(t)ei(t), 1 ≤ i ≤ N (21)

with updating laws

ḋi(t) = ki‖ei(t)‖2 (22)

where ki is a positive constant and di(0) ≥ 0.
Different from the centralized adaptive control (15), each control

here has its own control gain di(t), and the updating laws (22) only
depend on local information ei(t).

Centralized adaptive control may not be practical for large-scale
networks. The adaptive synchronization criteria for network (1) under
decentralized adaptive control (21) is therefore established in the
following theorem.

Theorem 2: Let assumptions (A1) and (A2) hold. Then, network (1)
realizes synchronization under decentralized adaptive control (21)
with updating laws (22).

Proof: Define � = {i| di(t) < d0 ∀t ≥ 0}, where

d0 = max{γ + c‖A‖‖�‖, d1(0), . . . , dN(0)} + 1.

Denote l = |�|, where |�| is the number of the elements in �.
Without loss of generality, let � = {1, . . . , l}.

If l = N, then all di(t) are bounded, so
∫+∞

0 ‖e(t)‖2dt con-
verges. Following steps 2 and 3 of the proof of Theorem 1, one
has limt→+∞ e(t) = 0.

It is next to deal with the case of 0 ≤ l < N. Denote

μ1(t) =
[
eT

1 (t), . . . , eT
l (t)

]T

μ2(t) =
[
eT

l+1(t), . . . , eT
N(t)

]T

A =
[

A1
A2

]

where A1 ∈ R
l×N and A2 ∈ R

(N−l)×N . Particularly, one has μ1 = 0,
μ2 = e, and A2 = A if l = 0.

Consider the following Lyapunov functions:

V1(t) = μT
1 (t)μ1(t), V2(t) = μT

2 (t)μ2(t).

Differentiating V1 along the solution of (3) yields

V̇1(t) = 2
l∑

i=1

eT
i (t)

[
f (xi(t), t) − f (s(t), t)

]

+ 2c
l∑

i=1

N∑

j=1

aije
T
i (t)�ej(t − τ(t))

− 2
l∑

i=1

di(t)e
T
i (t)ei(t).

Considering (A2) and di(t) ≥ di(0) ≥ 0, one has

V̇1(t) ≤ 2γ V1(t) + 2cμT
1 (t)(A1 ⊗ �)e(t − τ(t)). (23)

Since ‖A1‖2 = λmax(AT
1 A1) ≤ λmax(AT

1 A1+AT
2 A2) = λmax(ATA) =

‖A‖2, one has

2cμT
1 (t)(A1 ⊗ �)e(t − τ(t))

≤ 2c‖A1‖‖�‖‖μ1(t)‖‖e(t − τ(t))‖
≤ c‖A‖‖�‖[V1(t) + V1(t − τ(t)) + V2(t − τ(t))

]

≤ c‖A‖‖�‖[2‖V1‖t,τmax + ‖V2‖t,τmax

]
(24)

which further gives

V̇1(t) ≤ α1‖V1‖t,τmax + β1‖V2‖t,τmax (25)

where α1 = 2γ + 2c‖A‖‖�‖ and β1 = c‖A‖‖�‖.
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According to the definition of l, there exists t0 ≥ 0 such that
di(t) ≥ d0 ∀t ≥ t0 for i > l. Similar to (23), one obtains

V̇2(t) ≤ 2(γ − d0)V2(t) + 2cμT
2 (t)(A2 ⊗ �)e(t − τ(t)) (26)

for t ≥ t0. Similar to (24), one obtains

2cμT
2 (t)(A2 ⊗ �)e(t − τ(t))

≤ c‖A‖‖�‖[2‖V2‖t,τmax + ‖V1‖t,τmax

]

which further gives

V̇2(t) ≤ −α2V2(t) + β2‖V2‖t,τmax + g(t) ∀t ≥ t0 (27)

where α2 = 2(d0−γ ) = 2β1+2, β2 = 2β1, and g(t) = β1‖V1‖t,τmax .
The following proof is divided into two steps.
Step 1 [Boundedness of V1(t)]: Suppose that V1 is unbounded.

According to the definition of l and the updating laws (22),∫+∞
0 ‖ei(t)‖2dt converges for 1 ≤ i ≤ l, thus

χ0 :=
∫ +∞

0
V1(t)dt (28)

is finite.
Let M0 = maxs∈[t0−τmax,t0+2τmax] V1(s), and let M be any positive

constant larger than M0 and (2χ0/τmax). Then

t1 = inf{t ≥ t0| V1(t) ≥ M}
is well defined. It is obvious that t1 > t0 + 2τmax, V1(t1) = M, and

V1(t) ≤ M ∀t ∈ [t0 − τmax, t1
]
. (29)

There exists t2 ∈ [t1 − δ, t1] such that V1(t2) = m, where δ =
(2χ0/M) < τmax and m = mins∈[t1−δ,t1] V1(s). Since

mδ ≤
∫ t1

t1−δ
V1(t)dt ≤ χ0

one has m ≤ (M/2). Then, there exists t3 ∈ [t2, t1] such that

V̇1(t3) = V1(t1) − V1(t2)

t1 − t2
≥ M − m

δ
≥ M2

4χ0
. (30)

When t ∈ [t0, t1], it follows from (29) that g(t) ≤ β1M. According
to (27) and Lemma 3, one has

V2(t) ≤ M̂0 exp(−σ(t − t0)) +
∫ t

t0
g(θ) exp(−σ(t − θ))dθ

≤ M̂0 +
∫ t

t0
β1M exp(−σ(t − θ))dθ

≤ M̂0 + β1

σ
M ∀t ∈ [t0, t1

]
(31)

where M̂0 = ‖V2‖t0,τmax and σ is the unique positive solution of the
equation σ = α2 − β2 exp(στmax). Combining (25), (29), and (30),
one has

M2

4χ0
≤ V̇1(t3) ≤ β1M̂0 +

(
α1 + β2

1
σ

)
M

leading to a contradiction if letting M → +∞. Hence, V1(t) is
bounded.

Step 2 [Convergence of e(t) to Zero]: Since V1(t) is bounded,
g(t) is also bounded. Similar to (31), it can be proved that V2(t) is
bounded. Then, it follows from (25) that V̇1(t) is bounded, so V1 is
uniformly continuous on [0, +∞). According to (28) and Lemma 2,
one has limt→+∞ V1(t) = 0 and thus limt→+∞ g(t) = 0.

Fig. 1. Trajectories of the synchronization errors eij(t) of network (34),
where 1 ≤ i ≤ 4 and 1 ≤ j ≤ 3.

Let ε be any positive constant. There exists a constant T ≥ t0 such
that g(t) ≤ ε for t ≥ T . According to (27) and Lemma 3, one has

V2(t) ≤ M̂T exp(−σ(t − T)) +
∫ t

T
g(θ) exp(−σ(t − θ))dθ

≤ M̂T exp(−σ(t − T)) + ε

σ
∀t ≥ T (32)

where M̂T = ‖V2‖T,τmax and σ is defined in (31). This gives
limt→+∞V2(t) ≤ (ε/σ ). Letting ε → 0+ leads to

0 ≤ limt→+∞V2(t) ≤ 0

that is, limt→+∞ V2(t) = 0.
By limt→+∞ V1(t) = 0 and limt→+∞ V2(t) = 0, it can

deduced that limt→+∞ e(t) = 0, that is, network (1) realizes
synchronization.

Remark 7: Theorem 2 establishes synchronization criteria for
network (1) under decentralized adaptive control. Compared with
centralized control, decentralized control is easier to implement in
engineering, especially for large-scale networks. It should be noted
that for centralized control, it is easy to theoretically guarantee the
boundedness of the control gain. However, it is not easy to prove
the boundedness of the control gain for decentralized control, which
deserves further study.

IV. NUMERICAL SIMULATIONS

The well-known Lorenz system [35] is described by

ṡ(t) = f (s(t)) = Bs(t) + W(s(t)) (33)

where

B =
⎡

⎣
−c1 c1 0
c3 −1 0
0 0 −c2

⎤

⎦, W(s(t)) =
⎡

⎣
0

−s1(t)s3(t)
s1(t)s2(t)

⎤

⎦

with c1 = 10, c2 = 8/3, and c3 = 28.
Example 1: Consider a network consisting of four Lorenz systems

under centralized control

ẋi(t) = f (xi(t)) + c
4∑

j=1

aij�xj(t − τ(t)) − d(t)ei(t) (34)

with updating laws

ḋ(t) = k‖e(t)‖2
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Fig. 2. Adaptive control gain d(t) of network (34).

TABLE I
TSYNC AND d(+∞) FOR DIFFERENT VALUES OF k, WHERE TSYNC IS THE

FIRST INSTANT AFTER WHICH ‖e(t)‖ < 10−4 AND d(+∞) IS

APPROXIMATED BY d(TSYNC)

where c = 1, � = I3, k = 1, and

A =

⎡

⎢⎢⎣

−4 1 2 1
1 −3 2 0
2 0 −5 3
0 1 2 −3

⎤

⎥⎥⎦

τ(t) = |2m + 1 − t|, if t ∈ [2m, 2m + 2)

with m = 0, 1, 2, . . .

Most existing results on adaptive synchronization cannot deal with
network (34) as the time-varying delay τ(t) is nondifferentiable, while
ours can. It is verified that (A1) holds with τmax = 1 and (A2) holds
due to the boundedness of the Lorenz system [36]. According to
Theorem 1, network (34) can realize synchronization.

Set d(0) = 1, s(0) = [0, −1, −5]T, and

xi(t) = 30i + [1, −10, −15]T , t ∈ [ − 1, 0]

where 1 ≤ i ≤ 4. The synchronization errors ei(t) and the control
gain d(t) are presented in Figs. 1 and 2, respectively. It is shown
that network (34) realizes synchronization and the control gain d(t)
is bounded, which demonstrates the effectiveness of Theorem 1.

From Fig. 2, we find that the control gain d(t) is large when we
set k = 1. We next show how to reduce the control gain by tuning
the value of k. For simplicity, the synchronization is considered to be
realized at T0 if the synchronization error satisfies ‖e(t)‖ < 10−4 for
t ≥ T0. The lower bound of T0 is denoted by Tsync, and the upper
bound d(+∞) of the control gain d(t) is approximated by d(Tsync).
The values of Tsync and d(+∞) for several different values of k
are given in Table I. Roughly speaking, d(+∞) decreases with the
decrease of k when k ≥ 0.003. Therefore, we can choose a small k
to avoid the overkill control effect. On the other hand, k should not
be too small, because Tsync increases quickly when k becomes very
small.

Fig. 3. Trajectories of the synchronization errors eij(t) of network (35),
where 1 ≤ i ≤ 4 and 1 ≤ j ≤ 3.

Fig. 4. Adaptive control gain di(t) of network (35), where 1 ≤ i ≤ 4.

Example 2: Consider another network of four Lorenz systems
under decentralized control

ẋi(t) = f (xi(t)) + c
4∑

j=1

aij�xj(t − τ(t)) − di(t)ei(t) (35)

with updating laws

ḋi(t) = ki‖ei(t)‖2

where ki = 1 and the other parameters are as set in Example 1.
According to Theorem 2, network (35) can realize synchronization,
as (A1) and (A2) hold (verified in Example 1).

Set di(0) = i, s(0) = [0, −1, 2]T, and

xi(t) = i + [1,−1, −2]T , t ∈ [ − 1, 0]

where 1 ≤ i ≤ 4. The synchronization errors ei(t) and the control
gain di(t) are presented in Figs. 3 and 4, respectively. Fig. 3 shows
that network (35) realizes synchronization, which demonstrates the
effectiveness of Theorem 2. Fig. 4 shows the control gain di(t) is
bounded, but the boundedness of di(t) has not been theoretically
proved.

V. CONCLUSION

In this article, the synchronization of complex networks with
a time-varying delay has been investigated. Unlike most existing
studies, the delay here could be nondifferentiable. The synchroniza-
tion criteria for networks under the centralized adaptive control and
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networks under the decentralized adaptive control have been estab-
lished by analyzing the control gain and extending the well-known
Halanay inequality. For centralized control, the boundedness of the
control gain has been theoretically proved. For decentralized control,
however, determining the boundedness of the control gain is still an
open problem, which deserves further study.
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