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a b s t r a c t

Though the discrete delay has been extensively studied in the field of network topology
identification, little attention has been paid to the distributed delay. In this paper, we
address the partial topology identification problem of complex dynamical networks with
distributed delay. By constructing a response network having fewer nodes than the drive
network, partial topology of networks with distributed delay can be identified under the
widely-used linear independence condition. It is the first time that the distributed delay
has been successfully addressed in the field of topology identification. Finally, we provide
two numerical examples to verify the effectiveness of the theoretical results.

© 2023 Elsevier B.V. All rights reserved.

1. Introduction

Complex networks are usually used to describe large-scale interconnected systems in the real world, including protein
etworks, biological neural networks, social networks, and citation networks. Since the proposal of the small-world
etwork model [1] and the scale-free network model [2], there has been a surge of interest in the study of complex
etworks [3–11].
At present, most research on complex networks focus on the condition that the network topology is precisely

nown, discussing the synchronization conditions [12–14], region-of-attraction estimation [15], disease transmission [16],
nformation processing [17], etc. However, in the real world and engineering practice, the topology of a network is
ften unknown, or changes suddenly at some time. For example, to study the operation of the cerebral motor cortex
n the learning process, it is necessary to detect and analyze the topology of the neural network and its real-time
hanges. In the Internet of Things, a sensor may lose communication with the other sensors due to power failure or
ther reasons, resulting in sudden changes in the topology of the sensor network. In addition to neural networks and the
nternet of Things, such problems also widely exist in power networks, social networks, information networks, and other
ractical networks. Therefore, the topology identification problem of complex networks has both theoretical and practical
ignificance.
In the past two decades, considerable effort has been devoted to the synchronization-based topology identification

f complex networks. In 2007, Zhou et al. [18] studied the topology identification problem of weighted networks for
he first time via an adaptive feedback control method. Later, the topology identification problem of various network
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models has been studied, including networks with coupling delay [19,20], networks with unknown node parameter [21],
multi-link networks [22], multiplex delayed networks [23], etc. It is noteworthy that the aforementioned studies identified
the whole topology of networks by constructing a response network having the same number of nodes with the drive
network (network to be identified). Sometimes, we are interested in the connections concerning only several important
nodes. That is, we are only interested in partial topology of the drive network. In 2018, Zhu et al. [24] proposed a
method of identifying partial network topology, where the response network has fewer nodes than the drive network.
Afterwards, the partial topology identification problem for fractional-order networks [25] and delayed networks with
stochastic perturbations [26] was studied.

In general, time delay is not negligible when dealing with large-scale networks as the speed of signals is finite. The
elay can be classified into two basic types: discrete and distributed. In the field of topology identification, the discrete
elay has been well explored [19–21], while the distributed delay draws relatively less attention. In fact, the distributed
elay exists since a network may have many parallel pathways with different axon sizes and length [27–29]. In [30], the
opology identification problem of networks with distributed delay was considered. As to the results in [30], there are two
roblems worthy of highlight. First, the constructed response network in [30] is of the same dimension with the drive
etwork, thus it is not cost-effective when only partial topology needs to be identified. Second, the criteria established
herein relies on a condition expressed in terms of LMI. It is found that the network topology must be known a priori
hen solving the LMI, but the topology is to be identified and should be unknown. Hence, the topology identification
roblem of networks with distributed delay has not yet really been solved, though it has been studied.
Enlightened by the above discussions, this paper aims to identify partial topology of complex dynamical networks with

istributed delay. The main contributions are as follows: (1) By constructing a response network having fewer nodes than
he drive network, partial topology of networks with distributed delay can be identified. (2) It is the first time that the
istributed delay has been successfully addressed in the field of topology identification.
Notations: Denote the n-dimensional Euclidean space and the set of all the (n×m)-dimensional real matrices as Rn and

n×m, respectively. ⊗ represents the Kronecker product. For a vector or a matrix Ψ , Ψ T and ∥Ψ ∥ represent the transpose
and the 2-norm of Ψ , respectively.

2. Preliminaries

2.1. Problem formulation

Consider a complex dynamical network of N nodes with distributed coupling delay:⎧⎪⎨⎪⎩ ẋi(t) = fi(xi(t)) + c
N∑
j=1

aij

∫ t

t−τ
g(xj(θ ))dθ, t ≥ 0

xi(t) = φi(t), t ∈ [−τ , 0]

(1)

where 1 ≤ i ≤ N, xi ∈ Rn represents the state vector of the ith node, function fi : Rn
→ Rn describes the dynamics of the

ith node, g : Rn
→ Rn stands for the inner coupling function, c > 0 is the coupling strength, τ > 0 denotes the constant

distributed coupling delay, A = (aij)N×N represents the outer coupling matrix, and function φi : [−τ , 0] → Rn describes
the initial condition for the ith node. If there is an edge from node j to node i (i ̸= j), then aij > 0; otherwise, aij = 0; the
diagonal entries of A are defined by aii = −

∑N
j=1,j̸=i aij.

Hereafter, network (1) is referred to as the drive network, and the states x1, . . . , xN of network (1) are assumed to
e bounded. The topology A describes the relationship among all the nodes of the drive network. In reality, we may be
nterested in the relationship between some nodes and their neighbors. Without loss of generality, suppose that these
odes are the first r nodes of the drive network, where 1 ≤ r ≤ N . Then, the main aim of this paper is to identify partial
opology Ar×N = (aij)r×N . Particularly, the whole topology A is to be identified when r = N .

In order to realize partial topology identification, construct a response network of r nodes:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

ẏi(t) = fi(yi(t)) + c
r∑

j=1

âij(t)
∫ t

t−τ
g(yj(θ ))dθ

+c
N∑

j=r+1

âij(t)
∫ t

t−τ
g(xj(θ ))dθ + ui(t), t ≥ 0

yi(t) = ψi(t), t ∈ [−τ , 0]

(2)

where 1 ≤ i ≤ r , yi ∈ Rn is state vector of the ith node of the response network, ui is the control to be designed, âij(t) is
the estimation for aij. Then, the topology identification is achieved if one has limt→+∞ âij(t) = aij, where 1 ≤ i ≤ r and

1 ≤ j ≤ N .
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2.2. Mathematical preliminaries

To proceed, we need the following assumptions and lemmas.

ssumption 1 (A1). The functions fi and g are Lipschitz continuous, i.e., there exists positive constants ζi and η such that

∥fi(x) − fi(y)∥ ≤ ζi∥x − y∥

∥g(x) − g(y)∥ ≤ η∥x − y∥,

where x, y ∈ Rn and 1 ≤ i ≤ N .

Assumption 2 (A2). {
∫ t
t−τ g(xj(θ ))dθ}

N
i=1 are linearly independent on the orbit {xi(t)}Ni=1 of the outer synchronization

manifold {xi(t) = yi(t)}ri=1.

Assumption 3 (A3). {g(xj(t))−g(xj(t − τ ))}Ni=1 are linearly independent on the orbit {xi(t)}Ni=1 of the outer synchronization
manifold {xi(t) = yi(t)}ri=1.

Lemma 1 (Barbǎlat Lemma [31, Lemma 8.2]). Let h : R → R be uniformly continuous on [0,+∞). Then, limt→+∞ h(t) = 0
f
∫

+∞

0 h(ω)dω converges.

emma 2 ([20]). Let Ξ be of the form (α,+∞) or [α,+∞), where α is a constant or −∞. Let m be a positive integer, and

ȧ(t) = h1(t) + h2(t), (3)

where a, h2 : Ξ → Rm are differentiable functions and h1 : Ξ → Rm is a function. If limt→+∞ a(t) exists, limt→+∞ h1(t)
= 0, and ḣ2 is bounded, then limt→+∞ ȧ(t) = 0.

3. Main results

It is now ready to present the results on how to achieve partial topology identification of drive network (1) via response
network (2).

Define the synchronization error ei(t) = yi(t) − xi(t) and the estimation error ãij(t) = âij(t) − aij, and denote

e(t) = [eT1(t), e
T
2(t), . . . , e

T
r (t)]

T .

Then, one obtains from (1) and (2) the following error system:

ėi(t) =f̄i(ei(t)) + c
r∑

j=1

aij

∫ t

t−τ
ḡ(ej(θ ))dθ + c

r∑
j=1

ãij(t)
∫ t

t−τ
g(yj(θ ))dθ

+ c
N∑

j=r+1

ãij(t)
∫ t

t−τ
g(xj(θ ))dθ + ui(t) (4)

where 1 ≤ i ≤ r , f̄i(ei(t)) = fi(yi(t)) − fi(xi(t)), and ḡ(ei(t)) = g(yi(t)) − g(xi(t)).

Theorem 1. Under Assumptions (A1) and (A2), the partial topology Ar×N of drive network (1) can be estimated via response
network (2) if the control ui(t) and the estimation âij(t) are designed as⎧⎪⎪⎨⎪⎪⎩

ui(t) = −di(t)ei(t)
ḋi(t) = αieTi (t)ei(t)
˙̂aij(t) = −βijeTi (t)

∫ t
t−τ g(yj(θ ))dθ, 1 ≤ j ≤ r

˙̂aij(t) = −βijeTi (t)
∫ t
t−τ g(xj(θ ))dθ, r < j ≤ N

(5)

that is,

lim
t→+∞

âij(t) = aij, (6)

where 1 ≤ i ≤ r, 1 ≤ j ≤ N, and α , β can be any positive constants.
i ij
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Proof. Consider the function V (t) = V1(t) + V2(t), where

V1(t) =
1
2

r∑
i=1

eTi (t)ei(t) +

r∑
i=1

N∑
j=1

c
2βij

ã2ij(t) +

r∑
i=1

(di(t) − d∗)2

2αi

V2(t) =γ

r∑
i=1

∫ τ

0
ds

∫ t

t−s
eTi (θ )ei(θ )dθ

with d∗ and γ being positive constants to be determined. Then, differentiating V1(t) along the solution of (4) gives

V̇1(t) =

r∑
i=1

eTi (t)ėi(t) +

r∑
i=1

N∑
j=1

c
βij

ãij(t) ˙̂aij(t) +

r∑
i=1

(di(t) − d∗)ḋi(t)
αi

=

r∑
i=1

eTi (t)f̄i(ei(t)) + c
r∑

i=1

r∑
j=1

aijeTi (t)
∫ t

t−τ
ḡ(ej(θ ))dθ

+ c
r∑

i=1

r∑
j=1

ãij(t)eTi (t)
∫ t

t−τ
g(yj(θ ))dθ

+ c
r∑

i=1

N∑
j=r+1

ãij(t)eTi (t)
∫ t

t−τ
g(xj(θ ))dθ −

r∑
i=1

di(t)eTi (t)ei(t)

+

r∑
i=1

r∑
j=1

c
βij

ãij(t)
(

−βijeTi (t)
∫ t

t−τ
g(yj(θ ))dθ

)

+

r∑
i=1

N∑
j=r+1

c
βij

ãij(t)
(

−βijeTi (t)
∫ t

t−τ
g(xj(θ ))dθ

)

+

r∑
i=1

di(t) − d∗

αi
αieTi (t)ei(t)

=

r∑
i=1

eTi (t)f̄i(ei(t)) + c
r∑

i=1

r∑
j=1

aijeTi (t)
∫ t

t−τ
ḡ(ei(θ ))dθ − d∗

r∑
i=1

eTi (t)ei(t). (7)

According to Assumption (A1), one gets
r∑

i=1

eTi (t)f̄i(ei(t)) ≤

r∑
i=1

ζieTi (t)ei(t) ≤ ζ ∗
∥e(t)∥2 (8)

with ζ ∗
= max{ζ1, ζ2, . . . , ζr}. Denoting

Ar = (aij)r×r

G(e(t)) = [ḡ(e1(t))T , ḡ(e2(t))T , . . . , ḡ(er (t))T ]T ,

one has

c
r∑

i=1

r∑
j=1

aijeTi (t)
∫ t

t−τ
ḡ(ei(θ ))dθ =ceT (t)(Ar ⊗ In)

∫ t

t−τ
G(e(θ ))dθ

≤
1
4
c2∥eT (t)(Ar ⊗ In)∥2

+

∫ t

t−τ
G(e(θ ))dθ

2

≤
1
4
c2∥Ar∥

2
∥e(t)∥2

+

∫ t

t−τ
G(e(θ ))dθ

2

. (9)

ecalling Assumption (A1), it is derived that

∥ḡ(ei(t))∥ ≤ η∥ei(t)∥, 1 ≤ i ≤ r

hich further yields ∥G(e(t))∥ ≤ η∥e(t)∥. It then follows that∫ t

G(e(θ ))dθ
2

≤ τ

∫ t

∥G(e(θ ))∥2dθ ≤ τη2
∫ t

∥e(θ )∥2dθ. (10)

t−τ t−τ t−τ

4
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Combining (7)–(10), one deduces that

V̇1(t) ≤ (ζ ∗
+

1
4
c2∥Ar∥

2
− d∗)∥e(t)∥2

+ τη2
∫ t

t−τ
∥e(θ )∥2dθ. (11)

Differentiating V2(t) yields

V̇2(t) =γ

r∑
i=1

∫ τ

0
[eTi (t)ei(t) − eTi (t − s)ei(t − s)]ds

=γ τ∥e(t)∥2
− γ

∫ τ

0
∥e(t − s)∥2ds

=γ τ∥e(t)∥2
− γ

∫ t

t−τ
∥e(θ )∥2dθ. (12)

Then, one has

V̇ (t) ≤ (ζ ∗
+

1
4
c2∥Ar∥

2
+ γ τ − d∗)∥e(t)∥2

+ (τη2 − γ )
∫ t

t−τ
∥e(θ )∥2dθ. (13)

aking γ = τη2 and d∗
= ζ ∗

+
1
4 c

2
∥Ar∥

2
+ γ τ + 1 leads to

V̇ (t) ≤ −∥e(t)∥2, (14)

hich further gives V (t) ≤ V (0). That is, ei(t), ãij(t), di(t) are bounded for 1 ≤ i ≤ r and 1 ≤ j ≤ N .
Since di(t) is bounded and nondecreasing, the limit di(+∞) exists and is finite. By (5), it is clear that∫

+∞

0
∥e(θ )∥2dθ =

r∑
i=1

di(+∞) − di(0)
αi

,

which indicates that
∫

+∞

0 ∥e(θ )∥2dθ is finite. Since xi(t), ei(t), ãij(t) are bounded, it is derived that yi(t) = xi(t) + ei(t)
and âij(t) = ãij(t) + aij are bounded. The Lipschitz continuity of g accounts for the boundedness of g(xi(t)) and g(yi(t)).
ccording to error system (4), ėi(t) is bounded. Then, it is easy to prove that the derivative of ∥e(t)∥2 is bounded, thus
e(t)∥2 is uniformly continuous. In light of Lemma 1, one has

lim
t→+∞

e(t) = 0. (15)

ewrite (4) as ėi(t) = hi1(t) + hi2(t), where

hi1(t) =f̄i(ei(t)) + c
r∑

j=1

aij

∫ t

t−τ
ḡ(ej(θ ))dθ + ui(t)

hi2(t) =c
r∑

j=1

ãij(t)
∫ t

t−τ
g(yj(θ ))dθ + c

N∑
j=r+1

ãij(t)
∫ t

t−τ
g(xj(θ ))dθ

≜hi3(t) + hi4(t).

Since ∥f̄i(ei(t))∥ ≤ ζi∥ei(t)∥ and ∥ḡ(ei(t))∥ ≤ η∥ei(t)∥, one has limt→+∞ f̄i(ei(t)) = 0 and limt→+∞ ḡ(ei(t)) = 0. Together
ith limt→+∞ ui(t) = 0, it suffices to derive that

lim
t→+∞

hi1(t) = 0.

ifferentiating hi3(t) gives

ḣi3(t) = c
r∑

j=1

˙̂aij(t)
∫ t

t−τ
g(yj(θ ))dθ + c

r∑
j=1

ãij(t)[g(yj(t)) − g(yj(t − τ ))]. (16)

According to (5), one gets limt→+∞
˙̂aij(t) = 0. Noticing that the boundedness of ãij(t) and g(yj(t)) has been proved, it can

be concluded that ḣi3(t) is bounded. Similarly, ḣi4(t) is also bounded, implying that ḣi2(t) is bounded. In view of Lemma 2,
one has

lim
t→+∞

ėi(t) = 0, 1 ≤ i ≤ r. (17)

Therefore,

lim hi2(t) = lim ėi(t) − lim hi1(t) = 0, 1 ≤ i ≤ r. (18)

t→+∞ t→+∞ t→+∞

5
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Recalling that limt→+∞ ḡ(ei(t)) = 0, it follows from (18) that

lim
t→+∞

N∑
j=1

ãij(t)
∫ t

t−τ
g(xj(θ ))dθ = 0, 1 ≤ i ≤ r. (19)

y using Assumption (A2), it is derived that limt→+∞ ãij(t) = 0. That is, limt→+∞ âij(t) = aij. □

Remark 1. In Theorem 1, a scheme for partial topology identification of networks with distributed delay is proposed, which
is the first time that the distributed delay has been successfully addressed in the field of network topology identification.
Compared to much of the literature wherein the proposed methods identify the whole topology of networks, the scheme
proposed here is more cost-effective as there are less nodes in the response network. Particularly, the whole topology of
network (1) can be identified when r = N .

Remark 2. Though the discrete delay has been widely studied in the literature [19–23,26], little attention has been paid
to the distributed delay. In [30], the topology identification problem of networks with distributed delay was considered.
However, there are two problems worthy of highlight. First, the response network in [30] is of the same dimension with
the drive network, thus it is not cost-effective when only partial topology needs to be identified. Second, the criteria
established therein relies on a condition expressed in terms of LMI. It is found that the topology A should be known a
priori when solving the LMI, but A is in fact unknown and to be identified. Hence, the topology identification problem of
networks with distributed delay has not been successfully solved until now, though it has been studied. In Theorem 1,
the distributed delay has been successfully addressed for the first time in the field of topology identification.

Remark 3. In the literature [21,23–26,32–34], the linear independence condition (LIC) has been extensively used to
ensure the success of topology identification. Here, the LIC is expressed as Assumption (A2) to address the distributed
delay. Despite the importance of the LIC, there is still no effective method to verify it until now.

To deal with the distributed delay, we have to compute the integral
∫ t
t−τ g(xj(θ ))dθ in Assumption (A2), which seems

to be troublesome. Next, another scheme for topology identification is to be proposed by using Assumption (A3), which
is simpler than (A2).

Theorem 2. Under Assumptions (A1) and (A3), the partial topology Ar×N of drive network (1) can be estimated via response
network (2) if the control ui(t) and the estimation âij(t) are designed as (5). That is,

lim
t→+∞

âij(t) = aij, (20)

where 1 ≤ i ≤ r and 1 ≤ j ≤ N.

Proof. Denoting

ωi(t) =

N∑
j=1

ãij(t)
∫ t

t−τ
g(xj(θ ))dθ, 1 ≤ i ≤ r

it follows from (19) that limt→+∞ ωi(t) = 0. Similar to proving the boundedness of ḣi3(t) in (16), it can be proved that
ω̇i(t) is bounded, which further implies that ωi(t) is uniformly continuous. Then, applying Lemma 1 yields

lim
t→+∞

ω̇i(t) = 0, 1 ≤ i ≤ r.

By simple calculation, one has

ω̇i(t) = c
N∑
j=1

˙̂aij(t)
∫ t

t−τ
g(xj(θ ))dθ + c

N∑
j=1

ãij(t)[g(xj(t)) − g(xj(t − τ ))].

It has been proved in Theorem 1 that limt→+∞
˙̂aij(t) = 0 and that g(xj(t)) is bounded. Then,

lim
t→+∞

N∑
j=1

ãij(t)[g(xj(t)) − g(xj(t − τ ))] = 0, 1 ≤ i ≤ r.

From Assumption (A3), it is derived that limt→+∞ ãij(t) = 0, i.e., limt→+∞ âij(t) = aij. □

In most existing studies, g is taken as a linear function in the form of g(x(t)) = Φx(t), where Φ ∈ Rn×n is a constant
matrix. If g(x(t)) = Φx(t), we have the following corollary.
6
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Corollary 1. Let fi be Lipschitz continuous and let Assumption (A3) hold. If the inner coupling function g(x(t)) = Φx(t), then
the partial topology Ar×N of drive network (1) can be estimated via response network (2) if the control ui(t) and the estimation
ˆ ij(t) are designed as⎧⎪⎪⎨⎪⎪⎩

ui(t) = −di(t)ei(t)
ḋi(t) = αieTi (t)ei(t)
˙̂aij(t) = −βijeTi (t)Φ

∫ t
t−τ yj(θ )dθ, 1 ≤ j ≤ r

˙̂aij(t) = −βijeTi (t)Φ
∫ t
t−τ xj(θ )dθ, r < j ≤ N

(21)

hat is,

lim
t→+∞

âij(t) = aij, (22)

here 1 ≤ i ≤ r, 1 ≤ j ≤ N, and αi, βij can be any positive constants.

. Numerical simulations

The well-known chaotic Lorenz system [35] is describe by

ṡ(t) = f (s(t)) = Hs(t) + W (t), (23)

here

H =

[
−c1 c1 0
c3 −1 0
0 0 −c2

]
, W (t) =

[ 0
−s1(t)s3(t)
s1(t)s2(t)

]
ith c1 = 10, c2 = 8/3, c3 = 28. Add perturbation

wi(s(t)) = ρ[cos(is1(t)), cos(is2(t)), cos(is3(t))]T , i ≥ 1

to the Lorenz system, where ρ > 0 represents the strength of perturbation. Then, a class of nonidentical node systems
are generated, described by

ṡi(t) = fi(si(t)) = f (si(t)) + wi(si(t)), i ≥ 1. (24)

The inner coupling function is taken as

g(z(t)) = [z1(t) + sin z2(t), z2(t), z3(t)]T . (25)

Since the Lorenz system is ultimately bounded [18], it can be easily verified that f is Lipschitz continuous. Considering
that wi is Lipschitz continuous, it is concluded that fi is Lipschitz continuous. It is clear that g is also Lipschitz continuous,
thus Assumption (A1) is satisfied. In addition, the linear independence condition expressed in Assumption (A2) and (A3)
naturally holds for many networks with nonidentical nodes [21].

Next, we present two examples to demonstrate the effectiveness of our theoretical results. For simplicity, we take
r = 3 in both the two examples.

Example 1. Consider a network of N = 6 nonidentical nodes:

ẋi(t) = fi(xi(t)) + c
6∑

j=1

aij

∫ t

t−τ
g(xj(θ ))dθ, (26)

where 1 ≤ i ≤ 6, fi and g are as defined in (24) and (25), ρ = 2, c = 5, τ = 0.3, and

A =

⎡⎢⎢⎢⎢⎢⎣
−4 1 0 1 0 2
1 −3 0 0 1 1
0 0 −2 1 0 1
0 1 2 −5 1 1
1 2 2 0 −6 1
0 0 1 2 1 −4

⎤⎥⎥⎥⎥⎥⎦ .
According to Theorem 1, partial topology A3×6 of network (26) can be identified under Assumption (A2). The identified

partial topology is demonstrated in Fig. 1, where only a part of (âij(t))3×6 is shown for brevity. It is found that the presented
couplings â11(t), â16(t), â21(t), â22(t), â33(t), â35(t) converge to the real values, that is, partial topology A3×6 of network (26)
is successfully identified.

The initial values and some parameters are taken as ψi(t) = 0.5i + [1, 0,−1]T , φj(t) = 0.5(j + [1, 2, 3]T ), di(0) = 1,
ˆ
aij(0) = 1, αi = 1, βij = 2, where 1 ≤ i ≤ 3, 1 ≤ j ≤ 6, and t ∈ [−0.3, 0].

7
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E

w
t

Fig. 1. Partial topology identification of network (26): evolution of the couplings â11(t), â16(t), â21(t), â22(t), â33(t), â35(t).

Fig. 2. Partial topology identification of network (27): the evolution of the couplings â11(t), â23(t), â3,50(t).

xample 2. Consider a network of N = 50 identical nodes:

ẋi(t) = f (xi(t)) + c
∫ t

t−τ
Φxi−1(θ )dθ − 2c

∫ t

t−τ
Φxi(θ )dθ + c

∫ t

t−τ
Φxi+1(θ )dθ, (27)

here 1 ≤ i ≤ 50, x0 ≡ x50, x51 ≡ x1, f is as defined in (23), c = 5, τ = 1, and Φ = I3. Fig. 2 presents the evolution of
he couplings â11(t), â23(t), â3,50(t). It is shown that partial topology A3×50 of network (27) is correctly identified.

The initial values and some parameters are taken as ψi(t) = 0.5i+[1, 0,−1]T , φj(t) = 0.05j+[0.5, 1, 1.5]T , di(0) = 1,
âij(0) = 1, αi = 2, βij = 5, where 1 ≤ i ≤ 3, 1 ≤ j ≤ 50, and t ∈ [−1, 0].

5. Conclusion

In this paper, the partial topology identification problem of complex dynamical networks with distributed delay has
been investigated. By using the synchronization theory and the adaptive feed control, some theorems and corollaries have
been rigorously established, which show that partial topology of networks with distributed delay can be identified. It is
noteworthy that the distributed delay is addressed for the first time for the topology identification problem. Numerical
examples show that partial topology identification succeeds in the presence of distributed delay. In addition, it should
be highlighted that the verification of the linear independence condition remains to be challenging and deserves further
study.
8
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